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ABSTRACT
To address the limitation of a DRAM-based single-tier in satisfying
the comprehensive demands of main memory, multi-tiered mem-
ory systems are gaining widespread adoption. To support these
systems, operating-system-level solutions that analyze the applica-
tion’s memory access patterns and ensure data placement in the
appropriate memory tier have been vastly explored.

In this paper, we identify reinforcement learning (RL) as an effec-
tive solution for tiered memory management, and its policy can be
formulated in a solvable form using RL.We also demonstrate that an
effective region-granularity memory access monitoring method is
necessary to provide an accurate environment state to the RLmodel.
Thus, we propose IDT, an intelligent data placement for multi-
tieredmainmemory. IDT incorporates an RL-based demotion policy
autotuning and a mechanism that efficiently demotes cold pages to
lower-tier memory. IDT also promotes hot pages to upper-tier mem-
ory to minimize access on slow memory, featuring a lightweight
machine learning algorithm. IDT employs region-granularity mem-
ory access monitoring with statistical-testing-based adjacent region
merge and split to improve precision and mitigate ambiguity ob-
served in prior works. Experiments on an actual four-tieredmemory
system show that IDT achieves an average 2.08× speedup over the
default Linux kernel and 11.2% performance improvement com-
pared to the state-of-the-art solution.

CCS CONCEPTS
• Software and its engineering→ Memory management; •
Computer systems organization→ Heterogeneous (hybrid)
systems; •Computingmethodologies→Reinforcement learn-
ing.

KEYWORDS
Memory Tiering, Emerging Memory Technologies, Memory Man-
agement, Reinforcement Learning
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1 INTRODUCTION
The growing demand for memory-intensive workloads, such as
high-performance computing, graph analytics, and in-memory
databases, is highlighting the scaling limitations of a DRAM-based
single-tier main memory [39]. To tackle this issue, a variety of
memory types with diverse performance characteristics have been
adopted to compose tiered memory systems. Recently, the rising
interest in memories attached to Compute Express Link (CXL-
Memory [9]) underscores that the future lies inmulti-tieredmemory
systems by integrating various heterogeneous memories with a
main-memory-like appearance to a system [36]. Cloud vendors,
such as Amazon and Google, already serve large memory cloud
instances based on multi-tiered memory systems [20, 33].

Tiered memory management requires a keen insight into an
application’s memory usage and placing the data in the proper
memory tier according to its hotness. Thus, a number of prior stud-
ies have proposed operating-system-(OS)-level solutions to improve
application performance by attentively exploiting the tiered mem-
ory system [2, 12, 15, 19, 23, 27, 36, 38, 48, 51, 55]. These OS-level
tiered memory solutions typically consist of data placement to fully
leverage diverse memory types and memory access monitoring to
gather information for guiding data placement.
Data placement. Infrequently accessed pages in tiered memory
should be demoted to lower-tier slow memory for efficient utiliza-
tion of upper-tier fast memory. Moreover, to complement demotion,
hot pages trapped in slow memory should be identified and pro-
moted to upper-tier memory. Several prior studies have utilized the
Linux kernel’s 2Q LRU [19, 21, 35, 36, 56, 57] or multi-generational
LRU (MGLRU) [58] to determine demotion candidates. However,
the data hotness identified by 2Q LRU or MGLRU often fails to re-
flect the actual data hotness of the application. Therefore, precisely
tracking both access frequency and recency for each page, and
establishing a demotion policy with solid criteria would be more
effective. Yet, implementing this method presents the challenge of
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adjusting the demotion criteria for the current system behavior.
Moreover, in a multi-tiered memory system, the demotion criteria
should be configured to meet the different access patterns in each
memory tier (§2.2).
Memory access monitoring. To address the high overhead of
page-granularity memory access monitoring, recent studies have
focused on region-granularity monitoring that groups pages with
similar access patterns [40, 45, 48]. They periodically merge or split
adjacent regions to reconfigure the region distribution as the access
patterns of memory objects continuously change. While existing
approaches have been successfully employed in data access-aware
memory management, their merging and splitting mechanisms lack
logical justifications (§2.4).
Key idea. These motivate us to present IDT (IntelligentData Place-
ment for Multi-tiered Main Memory). IDT employs reinforcement
learning (RL) to adjust demotion criteria for the current system
behavior. IDT also provides a promotion mechanism to minimize
access on slow memory, featuring a lightweight machine learning
(ML) algorithm for predictive promotion. Furthermore, IDT pro-
poses a statistical testing-based region reconfiguration technique
to effectively merge and split adjacent regions with a logical basis.
Challenges. Prior works have employed ML to determine param-
eters for demotion or predict future access patterns of each page
for data placement [12, 15, 27, 34]. However, due to the inherent
overhead of MLmodels, they face excessive increases in memory us-
age and execution time or require substantial computing resources
for training. IDT seeks to overcome these issues and demonstrate
performance improvements in actual multi-tiered memory systems.
We focus on implementing a system that outperforms existing
state-of-the-art studies against proper evaluation metrics.
The major contributions of this paper are as follows:
• We identify the need for an RL-based demotion policy by analyz-
ing prior demotion methods (§2.2, §2.3), and formulate demotion
policy in a problem solvable with RL (§3). We also state the need
for region-granularity memory access monitoring with statistical
testing-based region reconfiguration (§2.4).
• We propose IDT, which employs (1) a region-granularity memory
access monitoring (§4.1), (2) a demotion with RL-based policy
autotuning (§4.2), (3) a promotion to minimize potential slow
memory access with a lightweight ML algorithm (§4.3), and (4) a
region reconfiguration that merges or splits adjacent regions by a
statistical method (§4.4).
• We evaluate IDT on an actual four-tiered memory system with
diverse benchmarks. We confirm that IDT achieves an average
2.08× speedup over the default Linux kernel, and 11.2% per-
formance improvement over the state-of-the-art solution (§5.2).
IDT’s source code is available on Github.1

2 BACKGROUND AND MOTIVATION
2.1 OS Support for Tiered Memory Systems
A tiered memory system comprises main memory with memory
nodes of distinct performance characteristics. Such systems have
emerged due to the limitation of DRAM-based single-tier memory
systems in satisfying the ever-growing capacity, bandwidth, and

1https://github.com/scale-snu/IDT
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(a) PTE access bit (b) 2Q LRU (c) MGLRU

Figure 1: Comparison of data hotness derived from the Linux
kernel’s (a) PTE access bit, (b) 2Q LRU (in)active lists, and (c)
MGLRU generations. The accurate data hotness was profiled
using PTE access bit, set by hardware and cleared by the OS.

latency demands for main memory. The rising interest in CXL-
Memory [9] highlights the industry’s recognition of these chal-
lenges. It facilitates the integration of tiered memory and allows a
system to recognize them similarly to CPU-less NUMA nodes [36].
Additionally, High-Bandwidth Memory (HBM)-enabled processors
are becoming available [41], offering an additional tier in the mem-
ory hierarchy. Further, multi-socket NUMA architecture is now
the standard for modern server systems [48]. Thus, the future lies
in multi-tiered memory systems with multiple memory nodes of
different performance characteristics.

Among various approaches to manage tiered memory, we focus
on OS-level solutions, where the OS kernel is responsible for data
placement across various types of memory. This approach offers
the advantage of reflecting the system’s runtime behavior without
requiring hardware or application modifications. They demote sel-
domly accessed pages to a lower-tier memory for efficient use of
deficient fast memory and promote hot pages trapped in lower-tier
memory. They also track the memory access patterns of individual
workloads and place pages in proper memory tiers to maximize
workload performance.

However, a majority of prior OS-level solutions only support
memory systems with two tiers and lack supporting more memory
tiers [19, 21, 28, 35, 36, 56]. Extending them to support multi-tiered
memory is not straightforward, as some solutions lack support for
migration across multiple memory tiers. Therefore, multi-tiered
solutions have been proposed to leverage the entire memory sys-
tem [23, 48]. However, they often miss the faster memory tier in
the fallback path of demotion and show subpar performance com-
pared to two-tiered solutions due to the increased complexity of
managing multiple memory tiers.

2.2 Challenges in Designing a Demotion Policy
An effective demotion scheme is especially crucial because the
scarce fast-memory capacity limits fast memory usage and the op-
eration of the promotion scheme. Further, incorrectly identifying

https://github.com/scale-snu/IDT
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Figure 2: Cumulative probability distribution of accessed
pages’ recency to their last access (age).

demotion targets causes ping-pong of demotion and promotion.
Therefore, an effective demotion scheme should accurately iden-
tify data hotness and establish proper criteria for determining the
demotion candidates.

Utilizing the Linux kernel’s LRU mechanism to determine de-
motion candidates has limitations in accurately identifying data
hotness. Many prior works [19, 21, 35, 36, 56, 57] have utilized the
Linux kernel’s 2Q LRU for their demotion mechanisms. Also, the
Linux kernel community recently introduced MGLRU [58], which
maintains multiple generations of LRU lists for a more fine-grained
page eviction policy. However, the data hotness discerned from 2Q
LRU and MGLRU often deviates from the actual data hotness, as
shown in Figure 1, motivating a more accurate methodology for
accurately identifying data hotness.

A demotion strategy tracking each page’s access frequency (freq)
and recency (age) to determine demotion candidates enables a more
accurate data hotness identification. Meanwhile, establishing ap-
propriate criteria to trigger demotion is challenging. Prior works
have chosen pages with small freq and large age as demotion candi-
dates [19, 21, 27, 28, 35, 36, 54, 56, 57]. While the criterion of small
freq is apparent due to the prevalence of cold pages in memory-
intensive workloads [27, 36], the degree of a large age requires a
more precise standard. Figure 2 shows the cumulative probabil-
ity distribution of accessed pages’ age in different workloads. The
convex distributions confirm higher access probabilities for pages
with lower age. Thus, an effective demotion strategy would demote
pages with age above a threshold (age_thres) to keep frequently
accessed pages in the fast memory. Meanwhile, the distinct steep-
ness motivates adapting age_thres to the current system behavior.

Furthermore, a multi-tiered memory system should determine
proper age_thres for each memory tier. Because the characteris-
tics of pages residing in each memory tier are distinct, applying
unified demotion criteria across all memory tiers is not suitable.
This motivates the need for a system that autonomously adjusts
the demotion criteria online for each memory tier.

2.3 ML in Tiered Memory Management
Adjusting a policy based on current information is a task at which
ML excels [11, 37]. Because the OS lacks prior knowledge of each
workload’s memory access patterns, it must infer appropriate de-
motion policy from runtime information. ML can handle this by
adapting the policy towards the optimization objectives, such as
minimizing the execution time. For example, an ML model can
be trained to determine the appropriate age_thres to minimize
performance penalty from slow memory accesses.

Prior studies have employed ML for tiered memory management.
Kleio [12] utilizes a per-page online training LSTM model that
predicts the future access pattern for each page. It then allocates
a page to an appropriate memory tier according to its predicted
future coldness. While Kleio demonstrates the potential of applying
ML to tiered memory management, it has substantial per-page
training time (2 hours) and memory usage (tens of GBs). Coeus [13]
improves Kleio’s overhead up to 3× by training the LSTM model
on a group of pages sharing the same access pattern. However,
Coeus still exhibits substantial overhead over non-ML solutions, as
it needs to train and infer numerous models for page placement.
Another study that has been employed in Google’s warehouse-
scale computing (WSC) [27] optimizes demotion parameters using
a Gaussian Process Bandit model based on WSC’s memory traces.
However, searching for the optimal value reportedly takes a day,
making it feasible only at the warehouse scale.

The common limitations of these ML-based approaches are ex-
tensive training times for accurate predictions and maintaining
large training datasets for supervised learning. To address this, we
explore the use of RL, which has been successfully adapted to data
placement policy in hybrid storage systems [32, 43, 50]. RL is an ML
algorithm where an agent learns by interacting with the environ-
ment [52]. At each time step, the agent observes the environment
state and selects an action based on its policy. After applying the
action, the agent receives a reward that serves as feedback to the
policy. RL operates in a lightweight manner that’s highly analogous
to systemmanagement strategies. Furthermore, RL facilitates online
training and adaptability compared to other ML algorithms, thereby
allowing the system to respond to dynamic system behavior.

Takeaway 1: RL can effectively provide demotion criteria by
adjusting it to the current system behavior.

RL also offers extensibility, empowering it to support multiple
memory tiers efficiently. By running inference of an RL model
for each memory tier, the system can adaptively adjust demotion
criteria for each memory tier at runtime.

Takeaway 2: RL’s extensibility can empower dynamic ad-
justment of demotion criteria for each memory tier.

To apply RL, obtaining the current system environment state is
imperative. However, capturing the state by page-granularity moni-
toring would result in excessive overhead and RL model complexity.
Moreover, it can lead to a proportional increase in monitoring
overhead as the number of pages grows. Thus, it is particularly
unsuitable for memory-intensive workloads. This underscores the
need for an effective memory access monitoring method to gather
current environment information with low overhead.

2.4 Region-granularity Memory Access
Monitoring

To address the limitations of page-granularity monitoring, region-
granularity monitoring, which monitors groups of pages with
similar characteristics, has been recently gaining popularity. DA-
MON [44], the Linux kernel data access monitoring framework,
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demonstrates that its region-granularity monitoring scheme accu-
rately discerns workload access patterns. Furthermore, MTM [48]
shows that the multi-tiered memory can be effectively managed
using information from region-granularity monitoring.

Region-granularity monitoring involves merging and splitting
adjacent regions to group pages with analogous access patterns.
Considering that the access patterns of memory objects may change
as the workload executes, region merge and split have to operate
periodically. Thus, the key point of region-granularity monitoring
lies in the proficiency of merge and split operations.

Despite the importance of region merge and split, prior works
lack foundation in their method. For instance, DAMON merges
adjacent regions if their access frequency difference is less than
10% of the maximum freq across all regions. Additionally, DAMON
periodically splits each region into random sizes. MTM merges
adjacent regions if their access counts differ by less than one-third
of the scan count. For split, it employs two sampling pages from
a region and splits the region when their access count difference
exceeds two-thirds of the scan count. While the mechanism and
thresholds used for merging and splitting are undoubtedly crucial,
they lack a logical basis for their values and mechanism.

To address these limitations in prior works, we revisit the essence
of region-granularity monitoring. Region-granularity monitoring
assumes that similar pages are grouped into the same region. Under
this assumption, the similarity between adjacent regions is assessed
based on the sampling pages. Thus, two key aspects are considered
as the core of region management: (1) the region groups similar
pages together, and (2) the sampling pages’ information determines
the identicality of adjacent regions.

For the first aspect, a straightforward approach involves sam-
pling multiple pages within a region and comparing their status.
For the second aspect, this is a classic statistical testing problem of
inferring population similarity based on samples. In other words,
determining region merge can be effectively addressed with a sta-
tistical foundation.

Takeaway 3: Statistical testing can introduce a foundation
in region-granularity monitoring methods.

3 RL FORMULATION
We formulate the demotion policy in a proper form to apply RL,
using its mathematical framework. Then, we propose an approx-
imation of the formulated problem to ensure its practicality for
implementation in an actual system.

3.1 Problem Formulation
An effective demotion policy aims to maximize workload perfor-
mance with a proper degree of fast memory reservation. Demoting
pages that will be infrequently accessed in the future ensures mini-
mal access to the lower-tier memory. Moreover, this can prevent
the unnecessary presence of cold pages in fast memory, reserving
fast memory for future allocation requests. Thus, we can express
the optimization goal for deriving optimal demotion policy 𝜋∗ as:

𝜋∗ = argmax
𝜋

1
𝑇

𝑇∑︁
𝑡=1

(
(1 − 𝛽)𝑃𝑒𝑟 𝑓 (𝑡) + 𝛽

𝑀𝑒𝑚(𝑡)

)
(1)

where 𝑃𝑒𝑟 𝑓 (𝑡) and 𝑀𝑒𝑚(𝑡) represent the performance and fast
memory usage at time 𝑡 . The parameter 𝛽 signifies the balance
between performance and fast memory reservation. A small 𝛽
value indicates an objective to maximize the application’s per-
formance [23, 36, 48], whereas a large one represents prioritiz-
ing fast memory reservation to reduce the total cost of owner-
ship [15, 27, 38].

Through the established mathematical framework of RL [52],
we can formulate our goal into a solvable form using RL. The opti-
mization goal in Equation 1 can be converted to Markov Decision
Process (MDP)𝑀 = (𝑆,𝐴, 𝑃, 𝑅). In this context, the demotion policy
𝜋 maps the system state 𝑆 to demotion action𝐴. The transition prob-
ability 𝑃 (𝑠′ |𝑠, 𝑎) represents the probability of transitioning to state
𝑠′ given 𝑠 and action 𝑎. The immediate reward when transitioning
from 𝑠 to 𝑠′ by taking 𝑎 is 𝑅(𝑠, 𝑎, 𝑠′) = (1 − 𝛽)𝑃𝑒𝑟 𝑓 (𝑡) + 𝛽/𝑀𝑒𝑚(𝑡).

From MDP, the value function 𝑉 𝜋∗ (𝑠), representing the max-
imum cumulative reward starting from 𝑠 and following optimal
policy 𝜋∗, can be denoted by the Bellman equation:

𝑉 𝜋∗ (𝑠 ) = argmax
𝑎∈𝐴

[∑︁
𝑠′ ∈𝑆

𝑃 (𝑠′ |𝑠, 𝑎)
(
𝑅 (𝑠, 𝑎, 𝑠′ ) + 𝛾𝑉 𝜋∗ (𝑠′ )

)]
(2)

Thus, the optimization goal is to find 𝜋∗ that satisfies Equation 2.
However, solving Equation 2 to find 𝜋∗ is computationally expen-
sive. Hence, by representing the value function 𝑉 𝜋 (𝑠) with the
Q-function 𝑄𝜋 (𝑠, 𝑎), which denotes the cumulative reward when
choosing 𝑎 from 𝑠 and following 𝜋 , 𝜋∗ can be expressed as:

𝜋∗ = argmax
𝜋

E𝜋
[
𝑄𝜋 (𝑠, 𝑎)

]
When parameterizing 𝜋 against 𝜃 and defining the objective

function 𝐽 (𝜃 ) = E𝜋𝜃 [𝑄𝜋𝜃 (𝑠, 𝑎)], 𝜋∗ can be found using the Policy
Gradient (PG) algorithm:

∇𝜃 𝐽 (𝜃 ) = E𝜋𝜃 [∇𝜃 log𝜋𝜃 (𝑎 |𝑠)𝑄𝜋𝜃 (𝑠, 𝑎)]

𝜃 ← 𝜃 + 𝛼∇𝜃 𝐽 (𝜃 )

However, PG can sometimes lead to large policy updates that make
learning 𝜃 unstable. To address this, Proximal Policy Optimization
(PPO) algorithm constrains the policy updates, ensuring that the
updated policy does not deviate significantly from the previous
one [49]. In summary, a proper demotion policy can be derived
using RL, based on its mathematical framework.

3.2 Approximating Goal, State, and Action
3.2.1 Optimization Goal. Our primary objective is to maximize
performance improvement by fully leveraging tiered memory.
However, we should not overlook the significance of reserv-
ing fast memory capacity. Over-utilizing fast memory can lead
to performance degradation since every subsequent allocation
would necessitate demotion to free up available space in deficient
fast memory. Therefore, we intend to proactively initiate demo-
tion when the available space in the fast memory goes below
demote_wmark and set its value higher than the watermark of prior
studies [19, 21, 23, 35, 36, 47, 48, 57]. Thus, demote_wmark enables
us to omit the term related to𝑀𝑒𝑚(𝑡) in Equation 1:
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𝜋∗ = argmax
𝜋

1
𝑇

𝑇∑︁
𝑡=1

𝑃𝑒𝑟 𝑓 (𝑡)

To capture 𝑃𝑒𝑟 𝑓 (𝑡) more pragmatically, we formulate the perfor-
mance in terms of memory access. 𝑃𝑒𝑟 𝑓 (𝑡) is inversely proportional
to the lower-tier memory access frequency (slow_hit) due to per-
formance degradation when accessing slow memory. However,
denoting 𝑃𝑒𝑟 𝑓 (𝑡) simply as 1/slow_hit(t)would lead 𝜋∗ to avoid
any page demotion to minimize slow_hit. Meanwhile, we have
demonstrated that reserving fast memory is crucial for future mem-
ory allocation requests. Thus, accounting reserved fast memory
in 𝑃𝑒𝑟 𝑓 (𝑡) can lead 𝜋∗ to minimize slow_hit while appropriately
demoting pages.

3.2.2 State. The RL model’s state should be a simplified represen-
tation that accurately reflects the current environment information.
The readily available information is freq and age for each region.
Given that a significant portion (30-40%) of pages allocated by data
center workloads are not accessed for dozens of seconds [27, 36],
we can only consider pages with minimum access frequency as
demotion candidates. Thus, restricting our interest to pages with
minimum freq, the state can be simplified as a function of age.

3.2.3 Action. As discussed in §2.2, prior works showed the effec-
tiveness of demoting the least recently used cold pages. We also
stated that the goal of our demotion policy is to provide a clear
age threshold, age_thres. This allows us to simplify the action in
RL by determining the appropriate age_thres value at each time
point.

4 IDT: DESIGN
Based on these motivations, we design IDT, Intelligent Data place-
ment for multi-Tiered main memory. IDT consists of four compo-
nents, as shown in Figure 3:
(1) Memory Access Monitoring gathers region-granularity memory

access information.
(2) Demotion policy and mechanism provide RL-based age_thres

autotuning and effective support for multi-tiered memory.
(3) Promotion mechanism promotes hot pages in slow memory to

minimize slow memory access.
(4) Region Reconfigurationmerges and splits adjacent regions based

on statistical methods.

Virtual

Address Space

Region 1

freq1 age1

Region 2

freq2 age2

Region 3

freq3 age3

Region 4

freq4 age4
VMA 3

VMA 1

VMA 2

1 1 0 1 1

0 1 0 0 1

0 1 0 1 1

0 1 0 0 0

Regions history

Figure 4: IDT’s memory access monitoring and associated
freq, age, and history variables for each region.

4.1 Memory Access Monitoring
4.1.1 Region-granularity Monitoring. IDT partitions the Virtual
Memory Area (VMA) into multiple regions. VMA represents a con-
tiguous range of virtual memory that shares common attributes.
Each region is sampled for access at every sample_interval. Then,
the regions are dynamically reconfigured by merging or split-
ting at every aggregate_interval. The region reconfiguration
method is further explained in §4.4. The sample_interval and
aggregate_interval are set to 10ms and 1,000ms. The sensitivity
study for the interval values is provided in §5.8.

4.1.2 Page Sampling. IDT maintains freq, age, and history vari-
ables for each region, as shown in Figure 4. Access for each region is
tracked utilizing the PTE access bit. IDT designates one page from
the first half and another page from the remaining half of the region
as sampling pages. The freq of the region is incremented in each
sample_interval if any of the sampling pages has its PTE access
bit set. The age is managed using DAMON’s aging algorithm [45]
by utilizing freq and region size changes. The history is a 1024-bit
vector that records region access status at each sample_interval.

For a region split, the new region inherits the original values.
For a region merge, the new region’s variables are set based on the
size-weighted average of the merged regions.

IDT also records demoted_pages and slow_hit for each mem-
ory node. demoted_pages represents the total number of demoted
pages from the memory node. slow_hit represents the aggregate
size (in a unit of page) of regions that were demoted from the
memory node but reaccessed in the lower tier memory.

4.2 Demotion
To address Takeaway 1 and Takeaway 2, IDT employs an RL-
based policy autotuning in the user space and a demotion mecha-
nism within the OS kernel.

4.2.1 RL-based Demotion Policy. IDT’s RL model operates as
shown in Figure 5: The state is derived from the moving aver-
age of the aggregated age distribution’s min, q1 (25th percentile),
q2 (50th percentile), q3 (75th percentile), and max values. Further,
we apply principal component analysis (PCA) to remove extreme
outliers when calculating the moving average 1 . IDT then feeds
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Figure 5: The overall architecture of IDT’s RL model for optimizing age_thres.

the gathered state to the inference network 2 and determines the
new age_thres value from the inference network output 3 . Using
the new age_thres, IDT updates the demotion policy 4 . After
applying age_thres, the system waits for an action_interval
and retrieves the number of demoted_pages and slow_hit during
the interval 5 . The reward is then calculated as follows 6 .

𝑟𝑒𝑤𝑎𝑟𝑑 ≜ 𝑙𝑜𝑔

(
demoted_pages + 𝜖

slow_hit + 𝜖

)
(3)

The state, action, and reward are stored in the experience buffer 7 .
When it is full, IDT trains and updates the inference network 8 .
Detailed design. The input layer of the RL model consists of five
nodes representing each moving average of age statistics. To access
region statistics of each memory tier, we developed a kernel driver
to expose them to the /proc filesystem. IDT utilizes the moving
average of five representative values to encapsulate the essential
characteristics of the age distribution into a lower dimension.

The inference network, which is for the parameterization of
demotion policy (i.e., 𝜃 in §3.1), comprises two fully connected
layers with 16 and 32 nodes. The output layer consists of three
nodes, each representing the q2, q3, and max age statistics values of
the regions with appropriate freq criteria. The age statistics value,
signified by the node with the maximum value in the output layer,
is chosen as the new age_thres. That is, the RL model chooses the
age_thres among the age distribution’s q2, q3, and max values to
control the aggressiveness of demotion.

The reward function defined in Equation 3 guides the RL model
toward an action that reserves fast memory while minimizing per-
formance degradation. Given that demoted_pages and slow_hit
are readily available from §4.1, Equation 3 is a feasible reward func-
tion. 𝜖 prevents the equation from diverging when the numerator
and denominator are of small value.

The network is trained using the PPO algorithm [49]. For hyper-
parameters, we set the discount factor to 0.9, the learning rate to
0.01, and the exploration rate to 0.05. The batch size was aligned to
the experience buffer size. We conducted the sensitivity study for

Workload

Running

Infer Wait Infer Wait … Train …

< demote_wmark

RL Model

4 Inferences

> demote_wmark

4ms 2,000ms 4ms 2,000ms 300ms

Figure 6: The execution phase of IDT’s RL model.

RL hyperparameters in §5.3. The RL model was implemented using
RLlib framework [29] based on PyTorch [46].
Execution phase.We have demonstrated in §2.3 that prior stud-
ies on ML-based tiered memory management exhibit high over-
head due to training time and memory usage of their ML models.
To address this, IDT presents a novel execution phase (see Fig-
ure 6) that significantly mitigates the RL model’s overhead. The
RL model is triggered when the remaining space of a memory
node reaches demote_wmark. Following inference, it undergoes an
action_interval delay, contributing to a further overhead reduc-
tion. On a single CPU core, the inference model takes 2-4ms, and
the training, which occurs every four inferences, takes 200-300ms.
We set the action_interval=2s and experience buffer size to 4 to
ensure that the RL’s maximum theoretical overhead is below 5%.
Given these values, the maximum overhead of RL can be calculated
as (4𝑚𝑠 × 4 + 300𝑚𝑠)/(2𝑠 × 4) = 3.95% of a single core.

Furthermore, we design the RL model to utilize the lowest-tier
memory to minimize the proportion of memory used by RL in the
overall system. We provide a detailed analysis of the RL model’s
overhead and memory usage in §5.4.
Multi-tier support. As described in §2.2, each memory tier should
manage its own age_thres. Thus, individual inferences are exe-
cuted for each memory tier. Meanwhile, training is done by gather-
ing all experiences from each memory tier. The trained network is
shared by all inferences for each memory tier.
Transfer learning. Transfer learning can yield the effect of fine-
tuning for online learning models, for which the RL model is
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Figure 7: Demotion mechanism in IDT.

pre-trained using the giga update operations per second (GUPS)
microbenchmark [18]. The GUPS microbenchmark used for pre-
training encompasses three distinct access patterns that were also
used for evaluation in [47]: Uniform random access, Hot set and
Dynamic hot set. Uniform random access performs random access
over the working set. Hot set performs 90% of access on hot objects
and the remaining uniform randomly. Dynamic hot set changes
consecutive 4GB hot objects every 150-second intervals. The GUPS
microbenchmark was configured to use a single CPU core with a
working set size of 100GB.

4.2.2 Demotion Mechanism. Figure 7 shows the overall demotion
mechanism implemented in the OS kernel. Demotion is triggered
when the memory node’s available space falls below demote_wmark.
A higher demote_wmark value encourages a proactive demotion for
fast memory preservation, whereas a smaller value maximizes the
fast memory utilization to enhance performance.

IDT identifies regions with the minimum freq and age larger
than age_thres as demotion candidates 1 . Starting from the low-
est memory tier with remaining space below demote_wmark, IDT
migrates the demotion candidates to the next lower-tier memory
by migrate_pages() [30] of the Linux kernel 2 . The demoted flag
of a region is set following a successful demotion. Subsequently,
IDT repeats the demotion across higher tiers 3 . Upon completion,
the demoted_pages variable is updated in each memory node to
reflect the total number of demoted pages 4 .
Aggressive demotion. When a workload’s memory usage intensi-
fies to severely depleting memory space, demotion must be more ag-
gressive. Thus, IDT tightens the demotion candidates criteria when
a memory node’s remaining space falls below critical_wmark.
To tighten the demotion criteria, the freq criterion is adjusted
to the average of the minimum and maximum freq values across
all regions. Further, when the demotion candidates are actively
used by an application during page migration, demotion via
migrate_pages() fails. In such a case, IDT attempts to demote
all regions if no pages are demoted during aggressive demotion. In
the cases of extremely deficient fast memory, kswapd is activated
when the available space drops below the Linux kernel’s watermark
(0.1%).

In summary, IDT’s demotion works as Algorithm 1. We set
demote_wmark and critical_wmark to 10% and 1%, respectively.
The generous watermark values can supplement the potential slow

Algorithm 1 Demotion in memory node 𝑛𝑖𝑑

1: 𝑚𝑎𝑥_𝑓 𝑟𝑒𝑞←𝑚𝑎𝑥{freq(𝑟 ) | 𝑟 ∈ 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 (𝑛𝑖𝑑)}
2: 𝑚𝑖𝑛_𝑓 𝑟𝑒𝑞←𝑚𝑖𝑛{freq(𝑟 ) | 𝑟 ∈ 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 (𝑛𝑖𝑑)}
3: if capacity(𝑛𝑖𝑑) < critical_wmark then
4: 𝑓 𝑟𝑒𝑞_𝑡ℎ𝑟𝑒𝑠 ← (𝑚𝑖𝑛_𝑓 𝑟𝑒𝑞 +𝑚𝑎𝑥_𝑓 𝑟𝑒𝑞)/2
5: Demote regions with:

age ≥ age_thres and freq ≤ 𝑓 𝑟𝑒𝑞_𝑡ℎ𝑟𝑒𝑠
6: if no demoted pages then
7: Try to demote all regions
8: end if
9: else if capacity(𝑛𝑖𝑑) < demote_wmark then
10: Demote regions with:

age ≥ age_thres and freq =𝑚𝑖𝑛_𝑓 𝑟𝑒𝑞
11: end if

ARP!1

Lower Tier Memory

Kernel

Set as
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2

Upper Tier Memory PRP!5

Set as Training points3

Get PRP Region4

k-Nearest Neighbor Promotion Mechanism

Figure 8: Predictive Region Promotion (PRP) for predictive
promotion using the 𝑘-Nearest Neighbor algorithm.

migration speed of migrate_pages(). The sensitivity study for the
watermark values is conducted in §5.8.

4.3 Promotion
Hot regions trapped in the lower-tier memory should be promoted
to minimize performance degradation due to slow memory access.
To address this, IDT incorporates a promotion mechanism con-
sisting of three components: (1) Accessed Region Promotion (ARP)
for promoting regions upon access, (2) Predictive Region Promotion
(PRP) for predictive promotion, and (3) Misplaced Region Promotion
for relocating regions in a suboptimal memory tier.

4.3.1 Accessed Region Promotion. ARP is triggered when IDT’s
memory access monitoring detects access to a region in a lower-tier
memory. This immediate response is motivated by the principle
of temporal locality, indicating that recently accessed regions are
likely to be needed again soon. Then, the uppermost memory tier is
set to the destination node for promotion. However, if the remaining
space in the uppermost memory tier falls below critcal_wmark,
IDT promotes the region to the next highest tier. This prevents IDT
from thrashing when the fast memory’s available space is deficient.
Once the destination node is determined, all pages within the region
are migrated. Upon completion, the slow_hit variable is updated
in each memory tier to reflect the total number of promoted pages.

4.3.2 Predictive Region Promotion. ARP’s limitation is that it does
not initiate promotion until access to the region’s sampling pages
is observed. If regions that are similar to the ones being promoted
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by ARP are preemptively promoted, we can reduce slow-memory
access that is undetected by our region-granularity monitoring
method. Thus, IDT provides predictive region promotion (PRP) by
proactively promoting similar regions to the one that triggered
ARP (see Figure 8).

PRP is initiated immediately when ARP is triggered 1 . To iden-
tify similar regions, we employ𝑘-Nearest Neighbor (𝑘-NN), a simple
ML algorithm that finds the 𝑘 closest training points for a given
set of query points [26]. In the context of PRP, IDT sets the query
point to the ARP region 2 , and the training points to regions in the
memory tier where the region promoted with ARP was originally
at 3 . Then, IDT selects a region with a minimum distance to the
query point by 𝑘-NN. If the selected region has a distance less or
equal to the so-far minimum distance, it is selected as a PRP region
4 . We formulate the distance function as the sum of the normalized
virtual address distance and the access history distance. For regions
𝑟1 and 𝑟2, in which 𝑟1’s end address is lower than 𝑟2’s start address,
the distance 𝑑 (𝑟1, 𝑟2) is defined as:

Let 𝑑VA (𝑟1, 𝑟2) ≜ 𝑟2 .start_addr − 𝑟1 .end_addr

Let 𝑑H (𝑟1, 𝑟2) ≜ Hamming(𝑟1 .history, 𝑟2 .history)

𝑑 (𝑟1, 𝑟2) ≜
𝑑VA (𝑟1, 𝑟2) − 𝑑VA

𝜎𝑑VA
+ 𝑑H (𝑟1, 𝑟2) − 𝑑H

𝜎𝑑H
(4)

where each term in Equation 4 represents spatial and temporal
locality. Finally, the PRP region is promoted following ARP’s 3, 4,
and 5 steps 5 .

4.3.3 Misplaced Regions Promotion. When IDT ’s promotion mech-
anism places a region in a suboptimal tier due to the full uppermost
memory tier, a fair re-promotion is needed if there’s available space
in the uppermost memory tier. Moreover, when a workload sud-
denly allocates more pages than the available space in the fast
memory, the Linux kernel’s kswapd may demote pages to a lower
tier memory before IDT can handle them. We refer to these regions
as misplaced regions. Misplaced regions are identified during the
page sampling, as regions residing outside the uppermost memory
tier without a demoted flag set. As soon as a misplaced region is
identified, IDT promotes it to the highest memory tier with remain-
ing space above critcal_wmark. For the workloads used in our
evaluation, this promotion component corresponds to an average
of 9.71% of the total promotion.

4.4 Region Reconfiguration
4.4.1 Region Merge. To address Takeaway 3, IDT employs a sta-
tistical technique to estimate whether adjacent regions can be clas-
sified into the same category. We define the similarity as regions
having similar access frequencies at each time interval.

IDT applies a sliding window of size 𝑛 over the history vector
to verify the similarity of the access ratio. Within this window, IDT
checks the access counts for two regions, 𝑎1 and 𝑎2. Then, IDT
statistically validates the similarity of adjacent regions by Fisher’s
exact test. The null hypothesis of the test is that the regions have
different access ratios:

pvalue =
(
𝑛

𝑎1

)
·
(
𝑛

𝑎2

)
/
(

2𝑛
𝑎1 + 𝑎2

)
(5)

If the test result rejects the null hypothesis at a 90% significance
level across every window on the history vector, we consider the
two regions to be similar and merge them. We choose a relatively
low significance level from commonly used values. This allows
us to merge windows with roughly similar distributions and later
verify if regions are appropriately grouped in the splitting process.

The sliding window enables IDT to assess whether two regions
have similar access patterns over each temporal interval. We also
utilize Fisher’s exact test for its simplicity of implementation in the
kernel space, efficient computation, and no prior assumption for the
population to follow a normal distribution. The sliding window’s
stride was set to one, while the actual computational overhead was
kept low due to repeated values of 𝑎1 and 𝑎2. We select 𝑛 = 16 to
avoid complex overflows that arise in the calculation of Equation 5.

4.4.2 Region Split. In contrast, when pages within a region exhibit
different access patterns, the region should be split. If a region grows
excessively large, the potential penalty for an improper demotion
increases. To address these issues, IDT divides a region into two
halves of equal size when the access status of the sampling pages
differ at sample_interval. This strategy is based on the principle
that a region should group pages with similar access patterns.

5 EVALUATION
5.1 Experimental Setup
System configuration. We developed IDT on top of the Linux
kernel v6.0.19. IDT’s memory access monitoring was implemented
based on DAMON [44]. To build multi-tiered memory systems with
publicly available systems, we configured the evaluation system
with a four-tiered memory hierarchy based on the latency of each
memory [48], as shown in Figure 10. The evaluation system features
two 24-core Intel Xeon Platinum 8260 processors with 32GB DDR4
DRAM (fast memory) and 256GB Intel Optane DCPMM (slow mem-
ory) for each socket. The DCPMMs were configured to App-direct
mode to expose them as kernel NUMA nodes.
Methodology.We evaluated IDT against Graph500 [4], SPECspeed
2017 (SPEC [8]), and GAP Benchmark Suite (GAPBS [5]) with the
twitter graph. From SPEC, we selected benchmarks with large res-
ident set size (RSS): deepsjeng, imagick, bwaves, xz, roms, and
cactuBSSN. For GAPBS, we utilized Breadth-First Search (bfs) and
PageRank (pr). We bound processes to the CPU cores of socket 0
using the numactl -c0 option so that our system is configured with
four memory tiers. We configured benchmarks to have RSS between
96GB and 110GB, which facilitates utilizing three memory tiers,
two fast and one slow memory. The RSS was set by tuning graph
properties in Graph500 and running multiple copies of benchmarks
for SPEC and GAPBS.

We compared IDTwith four state-of-the-art OS-level tiered mem-
ory management solutions: Intel Tiering 0.8 [21], TPP [36], AutoTier-
ing OPMX [23], and AutoNUMA Tiering (MGLRU) [57, 58]. Intel
Tiering and TPP are designed for two-tiered memory, whereas Au-
toTiering and AutoNUMA Tiering (MGLRU) support multi-tiered
memory. We configuredAutoNUMA Tiering (MGLRU) by setting the
demotion path the same as IDT, and enabling MGLRU in the Linux
kernel v6.1.0. Given the substantial overhead associated with prior
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Figure 10: Multi-tiered memory system with four memory
tiers used for evaluation.

ML-based solutions [12, 13, 27], we decided that directly compar-
ing their performance with IDT and state-of-the-art solutions was
not suitable. To ensure a precise experiment, we disabled Hyper-
Threading, DVFS, Intel Turbo-boost, and prefetching during evalu-
ation. We used the reciprocal of execution time as the performance
metric, and the experimental results were normalized against the
default Linux scheme, AutoNUMA Balancing [16] in the vanilla
Linux kernel v6.0.19.

5.2 Performance of IDT
IDT improves performance on each benchmark through its adapt-
ability to the current system behavior and effective use of multi-
tiered memory. Figure 9 shows the speedup of IDT and its counter-
parts, normalized toAutoNUMA Balancing. IDT achieves an average
speedup of 2.08×, which is better than 1.48× of Intel Tiering and
TPP, 1.56× ofAutoTiering, and 1.87× ofAutoNUMATiering (MGLRU).
That is, IDT outperforms the best-performing state-of-the-art solu-
tion by 11.2%.

IDT shows substantial speedups in bwaves, roms, and
cactuBSSN, which exhibit clear distinction of hot/cold regions and
high memory access locality. IDT benefits from these workloads
by adapting the demotion policy through the RL model according
to the workload’s regular access patterns. Additionally, high local-
ity benefits PRP by effectively promoting regions that would be
accessed in the future (§5.6).

For graph500, AutoTiering performs better than IDT. graph500
exhibits low memory access locality and random access patterns
during the graph search phase. Random access patterns pose chal-
lenges in the online training RL model and effective predictive
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Figure 11: Performance comparison when applying static
age_thres (higher is better).

promotion by PRP. Also, low locality increases the number of re-
gions, increasing the monitoring overhead. Still, IDT outperforms
the second-best performing solution (Intel Tiering) by 23.5%.

All solutions show modest speedup in imagick. imagick is pre-
dominantly cold, which indicates that the performance improve-
ment from tiering systems is marginal. Further, imagick shows
similar performance even when the fast memory is expanded to fit
all working sets (§5.7). Overhead is a more significant concern in
such cases, and the modest performance improvement of IDT over
other solutions highlights its minimal overhead.

5.3 RL Effectiveness Analysis
To validate the effectiveness of IDT’s RL model, we compared the
overall performance against applying static age_thres instead of
value obtained from the RL model. The static age_thres were set
among the three possible RL model’s actions: q2, q3, and max of
the age distribution. Note that IDT’s RL model continuously adapts
age_thres among these three configurations to the workload’s cur-
rent execution context. As shown in Figure 11, the best-performing
static age_thres varied across each workload. Meanwhile, IDT
outperforms all static configurations, implying that the RL model
adapts age_thres value appropriatly for each workload.

We further analyzed the RL model’s effectiveness by observing
performance variation on cactuBSSN according to three critical
RL hyperparameters: learning rate (𝛼), exploration rate (𝜖), and
discount factor (𝛾 ). Note that IDT’s RL model utilizes 𝛼 = 0.01,
𝜖 = 0.05, and 𝛾 = 0.9.
Online training efficacy. The learning rate determines the rate
of updating network weight during online training. Figure 12(a)
shows that IDT improves performance over a non-online learning
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baseline (𝛼 = 0), which underscores the effectiveness of online
training.
Exploration rate. The exploration rate determines the favor of
taking random actions over learned policy. Figure 12(b) shows a
sharp performance drop as exploration rates increase, which indi-
cates that IDT is more effective than the random policy. Meanwhile,
performance was slightly degraded without exploration (𝜖 = 0).
This highlights the exploration’s role in preventing the RL agent
from being stuck in a suboptimal policy.
Pre-training efficacy. The substantial performance difference be-
tween a static pre-trained network (i.e., 𝛼 = 0) and a complete
random policy (i.e., 𝜖 = 1) highlights the efficacy of pre-training
the RL model on the GUPS microbenchmark.
Discount factor. The discount factor progressively weighs re-
cent rewards when calculating the cumulative reward. Figure 12(c)
shows that IDT performs better than the case of only accounting
for the immediate reward (i.e., 𝛾 = 0).

5.4 RL Overhead Analysis
To measure the overhead of IDT’s RL model, we profiled the CPU
and memory usage of RL during the evaluation of xz in §5.2.

The average CPU usage of IDT’s RL model is 1.35% of a single
core, with peak usage reaching 3.75% during training phases. The
peak memory usage is 4,776MB, and by assigning the RL to the
lowest memory tier (tier3 in Figure 10), this only constitutes 0.83%
of the total memory. The RL model’s low CPU and memory
overhead makes IDT a feasible solution for real-world systems,
compared to the prior ML-based approaches.

5.5 Memory Access Monitoring Effectiveness
To validate the effectiveness of IDT’s memory access monitoring,
we compared the overall performance against applying DAMON-
based monitoring [44]. Hence, we implemented DAMON-based
region reconfiguration (IDT-DAMON ) by replacing IDT’s region
reconfiguration method with DAMON’s algorithm. As shown in
Figure 13, IDT’s region reconfiguration method achieves a modest
performance improvement over DAMON.

To better understand the precision of region management,
we compared the characteristics of regions merged by DAMON
and IDT’s region reconfiguration. Specifically, we compared the
history vector’s hamming distance of the merged regions, which
indicates a difference in their access patterns. DAMON’s average
hamming distance was 8.13, while IDT was 5.15. This implies that
DAMON often merges more regions with dissimilar behaviors
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than IDT. Therefore, we suggest that IDT’s region reconfigura-
tion method addresses limitations observed in prior works, while
better capturing similar regions.

5.6 Predictive Region Promotion Accuracy
To validate the effectiveness of PRP, we compared the overall per-
formance when PRP is not used in IDT. Figure 14 confirms that
PRP contributes to the performance improvement of IDT.

To better understand the efficacy of PRP, we evaluated its accu-
racy. We define accuracy as the ratio of regions promoted by PRP
that were subsequently accessed again, detected by the memory
access monitoring. Note that only regions that were promoted and
not subsequently demoted were considered. Figure 15 shows the
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Figure 16: Performance variations under different memory
configurations with fixed RSS: uppermost tier expanded to fit
all RSS (All uppermost tier), upper two tiers expanded to fit
all RSS (Two-tiered), andmulti-tiered setting used in previous
evaluation sections (Multi-tiered).
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Figure 17: Performance comparison in Two-tiered memory
configuration (higher is better)

high accuracy of PRP, 87% on average. The accuracy of PRP is partic-
ularly high in workloads with high memory access locality. Further,
workloads with higher accuracy showed more performance im-
provement in Figure 14. Thus, we can confirm that PRP is a simple
yet effective optimization technique to complement accessed-based
promotion.

5.7 Performance Variation to Tiered Memory
Configurations

We observed the performance of IDT varying the tiered memory
configuration with the workload’s RSS fixed to our evaluation set-
ting. We tested on three configurations: the uppermost tier mem-
ory’s capacity expanded to entirely fit all RSS (All uppermost tier),
a two-tiered memory setting where the capacity of tier0 and tier1
memory in Figure 10 were expanded to 64GB (Two-tiered), and a
multi-tiered memory setting used in previous evaluation sections
(Multi-tiered). Specifically, Two-tiered configuration allows each half
of the RSS to be distributed across the upper two tiers. The Multi-
tiered setting seeks 1/4 of the RSS to be distributed across the top
two tiers and the remainder in tier2. Performance was normalized
to the case of All uppermost tier. Figure 16 shows that in Two-tiered
configuration, IDT achieves an average 81.3% performance of All
uppermost tier.
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Figure 18: Relative performance according to IDT ’s (a) inter-
val and (b) watermark values.

We also compared the overall performance of IDT and AutoN-
UMA Tiering (MGLRU) in Two-tiered memory configuration. Fig-
ure 17 shows that IDT achieves similar performance to AutoNUMA
Tiering (MGLRU) on average. Thus, we can confirm that IDT shows
comparable performance with the state-of-the-art solution even in
the two-tiered memory, while outperforming it in the multi-tiered
memory configuration as shown earlier.

5.8 Sensitivity Study
To investigate the sensitivity related to interval and watermark
values, we measured the average performance across three bench-
marks (bwaves, cactuBSSN, and pr) according to (a) 16 different
combinations of sample_interval and aggregate_interval, (b)
9 different combinations of demote_wmark and critical_wmark.
Smaller interval values allow finer sampling and more responsive
demotion/promotion, but at the cost of increased overhead. Larger
watermark values reserve fast memory for potential allocation re-
quests, but may not fully leverage the performance benefits of fast
memory. Figure 18 shows the relative performance for each combi-
nation against the best-performing configuration, which is used as
IDT’s default setting.

6 DISCUSSION
6.1 Reward Function Design
The performance of an RL model is significantly influenced by the
design of its reward function. A suitable reward function is one that
reflects the objectives of tiered memorymanagement, while the cost
of deriving its value is inexpensive. IDT’s reward function reflects
an appropriate demotion policy. Also, it uses data only obtained
from IDT’s memory access monitoring, thus reducing the cost of
deriving the reward value. However, before coming up with such a
function, we tried diverse designs based on promising intuitions.
Utilizing precise slow memory hit rate. IDT uses slow_hit,
which is the number of pages promoted by ARP, as a representa-
tion of slow memory access. Since slow_hit is an approximate
value, performance improvement may be expected when using an
accurately measured lower-tier memory access frequency. How-
ever, the precise slow memory access information is not readily
available in the default Linux kernel. To obtain such statistics, tools
like perf [1] should be used, which introduces additional overhead
to tiered memory management. Moreover, transferring perf mea-
surements to the RL model with low overhead at runtime [42] is
technically challenging to implement.



HPDC ’24, June 3–7, 2024, Pisa, Italy Juneseo Chang, Wanju Doh, Yaebin Moon, Eojin Lee, and Jung Ho Ahn

Maximizing demotion to promotion interval. A well-demoted
region should have a long demotion to promotion interval (DtoP).
Therefore, an ideal demotion should maximize the DtoP of the
promoted regions. Obtaining DtoP is relatively straightforward by
extending IDT’s memory access monitoring. However, this method
requires waiting for the demoted regions to be promoted again. This
results in a long-delayed reward, which is even more vulnerable to
a non-stationary environment [52] like memory management.

6.2 Limitations and Future Works
IDT’s limitation is its black-box nature of the RL model. While
it’s evident that the RL model enhances overall performance, the
inherent opacity of deep RL models makes it difficult to explain the
exact reasons for such improvement.

Another limitation is that IDT’s RL-based demotion policy op-
erates in the user space, whereas most kernel’s policies and mech-
anisms both reside within the kernel space. Meanwhile, there are
some recent studies to provide an ML framework for integrating
various ML algorithms in the kernel space [3]. Leveraging these
innovations, there is a potential for IDT’s RL model to be seamlessly
integrated inside the kernel.

A recent study [28] proposed selectively applying huge pages
according to data hotness for performance improvement. IDT is
orthogonal to this approach, thus performance improvement can
be expected from their methods. Additionally, future research may
explore other RL algorithms than PPO, or devise a sophisticated
feedback control mechanism for more effective demotion policy
autotuning.

7 RELATEDWORK
To the best of our knowledge, IDT is the first work to employ
RL in tiered memory management. IDT also distinguishes from
prior works that have attempted to integrate ML in this domain,
by boosting performance on an actual system. In this section, we
compare IDT with prior works.
OS-level tiered memory management. Numerous OS-level so-
lutions have been proposed to adaptively place hot pages in faster
memory and cold pages in slower memory [2, 7, 12, 15, 16, 19, 21–
23, 25, 27, 28, 28, 36, 38, 47, 48, 51, 55–57]. AutoNUMA Balanc-
ing [16], which is the default Linux kernel scheme, dynamically
adjusts data placement on NUMA systems by profiling NUMA fault
statistics. AutoNUMA Tiering [57] is an extension to AutoNUMA
Balancing by also considering the tier of the accessed memory. Au-
toNUMA Tiering can be extended to utilize MGLRU from the Linux
kernel v6.1 [58]. Intel Tiering [21] enhances AutoNUMA Tiering by
employing NUMA hinting fault statistics in the promotion mecha-
nism. TPP [36], a solution from Meta, further improves AutoNUMA
Tiering by adding hysteresis to promotion to prevent unnecessary
traffic. However, because the NUMA hinting fault is on the critical
path of memory access, these AutoNUMA-based schemes have high
hotness identification overhead [15, 28].

Intel Tiering and TPP were initially proposed for two-tiered mem-
ory, and extending them in the context of multi-tiered memory is
not straightforward. Before AutoNUMA Tiering effectively sup-
ported multi-tiered memory, AutoTiering [23] demonstrated effec-
tive demotion, promotion, and migration schemes between multiple

memory nodes. However, it often underperforms compared to two-
tiered solutions, as shown in §5.2. We believe this is due to the
increased complexity of managing multiple memory tiers.

In contrast, IDT not only supports multi-tiered memory but also
autonomously adjusts demotion criteria to effectively place data
across multiple memory tiers. This strategic placement results in
performance improvements compared to previous works.
ML-based data placement in tiered memory. Prior works that
utilized ML for tiered memory management employed online-
trained LSTM to analyze individual [12, 14, 34] or groups [13] of
pages’ access patterns for data placement. Others used Gaussian
Process bandits [15, 27] to optimize demotion parameters. However,
these studies often suffer from excessive increases in execution time
and memory usage [12–14, 34], or require substantial resources for
model training [15, 27]. In contrast, IDT employs RL with minimal
overhead, enhancing performance on an actual system.
RL-based system management. In storage systems, where la-
tency is less critical, numerous studies have employed RL for data
placement across multiple storage devices [32, 43, 50]. Furthermore,
RL has been explored for cache management [31], prefetching [6],
execution time estimation [10], power management [24], schedul-
ing [17], and congestion control [53]. Alongside these RL-based
system optimization works, IDT further showcases that tiered mem-
ory can also be adeptly managed using RL.

8 CONCLUSION
We present IDT, an RL/ML-based multi-tiered memory manage-
ment solution. We identified that RL can be effective at constructing
demotion policies, and how demotion can be formulated in a solv-
able form using RL. We also identified the need for a logical basis
in region-granularity memory access monitoring to provide an ac-
curate environment state to the RL model. Based on these analyses,
we developed memory access monitoring, demotion with RL-driven
policy autotuning, promotion to minimize slowmemory access, and
statistical testing-based region reconfiguration. Experiments on a
real-world multi-tiered memory system show that IDT consistently
outperforms the default Linux kernel by 2.08× on average, and
the state-of-the-art solution by 11.2%. We hope that IDT not only
offers an efficient solution for multi-tiered memory systems, but
also validates the feasibility of ML-based approaches in the realm
of tiered memory management.
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